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2. DHC LEVEL-O / CDHF LEVEL-1 PROCESSING

2.1 Interface Summary

An interface is required for processed Level-O data to be passed
to the CDHF for the generation of Level-1 data. The source of
this interface will be the DHC. The DHC will Level-O process the
data and make it available within 24 hours from time of receipt.
This section presents the characteristics of the Level-O data that
passes from the DHC to the CDHF and related transmission
attributes.

2.2.1 DHC Level-O Data

Level-O data is defined here as MODIS instrument data at original
resolution, time ordered restored, with duplicates removed.

2.2.1 Data Content

Level-O MODIS data processed by the DHC is transmitted to the
MODIS ground data system (CDHF) as science data packets. These
packets contain MODIS science data, MODIS engineering data, and
other MODIS instrument ancillary data. Science data is the output
from the MODIS detector array while observing the Earth. MODIS
engineering data are data produced by the instrument engineering
sensors for instrument control or to support processing science
data. Engineering data is sometimes called housekeeping data and
may include temperatures, operation information, etc. MODIS
ancillary data is data that is specifically included in a data
packet, but is not generated by the MODIS instrument. Ancillary
data may include GPS derived orbit and platform attitude data at
tagged epochs.

Messages and associated responses with respect to the DHC level-O
processing are also sent, but will be discussed under a separate
report heading.

2.2.2 Interface Physical Description

The interface between the DHC and the MODIS CDHF may be over TBD
(Tl, T2, T3, and future service?) NASCOM communication services
and shall conform to the specifications in NASCOM references.

If the DHC and the CDHF are collocated, fiber optic lines cur-
rently exist which may provide an inexpensive high data rate
capability.

2.2.3 Data Format

When enabled, the Level-O data stream is transmitted to the MODIS
CDHF using CCSDS standardized packets. The CCSDS has published
detailed definitions of packet data structures. Their documents
should be reviewed for a correct understanding of the basis for
DHC operations. The CCSDS packets consist of: a standard header to



provide identification, sequence, and packet information which is
48 bits in length, a user-determined source data field of variable
bit length, and optional error control field of variable bit
length. The total length of each packet is a maximum of TBD (8192)
bits. The DHC will recreate the original MODIS data stream in the
order it was generated on board the spacecraft. Format of the
MODIS science data within the allocated packet position is TBD.

2.2.4 Data Rates and Volumes

Level-O transmission data rates will depend upon the NASCOM
capability at the time of application. Data sent across the
NASCOM communication lines utilize the NASCOM Tl, T2, and T3 lines
of 1.544 Mbps, 6.176 and 43.232 Mbps/TBD respectively. Due to the
anticipated high volume of 1 Terabit/day of MODIS instrument data,
a high data rate, such as 300 Mbps which is equivalent to the DHC
input data rates, will be required for this link.

2.2.5 Data Schedules and timelines

MODIS instrument data will be downlinked during a previously
scheduled TDRS contact through the DIF which transmits the data to
the DHC. This will routinely occur every orbit. DHC Level-O
processed MODIS science data will be transmitted to the CDHF at
intervals up to 24 hours. That is, observed data may be at least
24 hours old when transmitted.

2.2.6 Data Transfer Method

Level-O processed data will be transmitted via electronic methods
and conform to the NASCOM specifications and related NASCOM ICDS.

2.2.7 Data Storaqe and Access

Level-O data will be temporarily stored at the DHC for 2 days to
facilitate a request for a retransmission of data which may have
failed. The data distribution service of the DHC provides an
interface between the Level-O process and remote sites via an
interface to NASCOM. Other networks for data transmission and
communication may be used in place of NASCOM.



3. DHC ANCILLARY DATA / CDHF LEVEL-1 PROCESSING

3.1 Interface Summarv

An interface is required for ancillary data to be passed to the
CDHF for the generation of Level-1 data. The source of this
interface will be the DHC. The DHC will Level-O process ancillary
data and make it available within 24 hours from time of receipt.
This section presents the characteristics of the Ancillary data
that passes from the DHC to the CDHF and expected transmission .

3.2 DHC Ancillarv data

3.2.1 Data Content

Spacecraft ancillary data as defined by the DHC is as follows:
ancillary data is data available on-board a platform, derived from
platform parameters, or resulting from the onboard substitution of
backup parameters, but not produced by the MODIS instrument, which
are needed for the processing or interpretation of instrument
data.

Spacecraft ancillary data comprises data referred to as “en-
gineering”, “core housekeeping~t, or JIsubsystem” data and includes
parameters such as orbit position and velocity, attitude and
rates, time, temperatures, pressures, maneuver information,
internally produced magnetic fields, and other environmental
measurements.

Platform ancillary data are downlinked in separate data packets
which are then level-O processed by the DHC and refined and/or
repaired by the Flight Dynamics Facility.

3.2.2 Interface Phvsical Description

The interface between the DHC and the MODIS CDHF is over (Tl, T3,
future service ?) NASCOM communication services and shall conform
to the specifications in NASCOM references.

3.2.3 Data Format

Ancillary data is transmitted to the MODIS CDHF using CCSDS
standardized packets which are similar to the Level-O transmission
packets. The CCSDS has published detailed definitions of packet
data structures and their documents. The CCSDS packets consist of:
a standard header to provide identification, sequence, and packet
information which is 48 bits in length, a user-determined source
data field of variable bit length, and optional error control
field of variable bit length. The total length of each packet is a
maximum of TBD (8192 ?) bits. The DHC will recreate the original
MODIS data stream in the order it was generated onboard the
spacecraft. Format of the ancillary data in the packet is TBD.

3.2.4 Data Rates and Volumes



Transmission data rates of ancillary data will depend upon the
NASCOM capability at the time of application. Data sent across
the NASCOM communication lines may utilize the NASCOM Tl, T2, and
T3 lines. The volume of ancillary data transmitted by the DHC
every 24 hours is estimated to be approximately 100 Megabits,
based on 10”A-4 times the Level-O data volume.

3.2.5 Data Schedules and Timelines

MODIS ancillary data will be downlinked during an available TDRS
contact through the DIF and passed to the DHC every orbit on a
routine schedule. DHC Level-O processed MODIS ancillary data will
be transmitted to the CDHF ground data system at intervals up to
24 hours. That is, ancillary data will be at least 24 hours old
when transmitted, but will correspond in time to the Level-O
processed data. Refined or repaired ancillary data packets may be
several days old.

3.2.6 Data Transfer Method

Ancillary data will be transmitted via electronic methods and
conform to the NASCOM specifications and NASCOM ICDS.

3.2.7 Data Storaqe and Access

Ancillary will be stored at the DHC for up to two years. After
which, it will be permanently archived. The Interactive Ancillary
Database System of-the DHC will be used to transmit the data. -
Ancillary data may also be access directly by utilizing the DHC
IAD .
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lall Aerospace Stresses Simplicity
n Space-Based Motion Sensor Design
JILLI.4.VB. SCOm BOL’LDER, COLO

3

all Aerospace Systems is de\ eloping a cate ne[~vorks of beams and braces \vill like it would on Arth. $$here :iir rmis[fince

sensor capable of remotely mmsurin: react in space, but a ]01 is Y~~ to be acIs like a shin-k a[lsorkr. The rt~ulting

xtremely small n]o~emerrls in I:irgc llexi- Ieamed, according to industry officials. Al- rc~ponse could, aI [he l~:iit. preclude accu-

Ie structures such as ~he space s[a[ion’s though the weightless environment per- rale pointing of scientific or dcfcnsc scn-

slar arrays and space-b:ised r:idar sys- mits lattice-like structurm to be built clf sors, and might CVCI}d:image [hc s[ructurc

tins. if Mm dynamics could noI k COm roiled.

Linked with an appropriate feedback These concerns ha\e prompted de[:iiled
nd control system, the sensor also could

Researchers are studying
studies—such as [he .4d\~nced Space

nsure precise pinIing of instruments Struc[ure TLYhnology Rt=irctl E~peri-
nounted on orbiling strategic si[ellites and how these delicate net work menl (As[ rek) pr<ljcct al !hc .Air F~Jrce .4\-
Icfense systems. of beatns and braces will tron;iu[ics L:iborti[or] —10 char: ic[crr~e Ihc

The need for accurate mol]on sensors el~c~ts of new propul~it~n \!slcm~. for ~~-
~as evolved as syacecraf~ size hus ln- react in space ample, on large c{lmplsile sp:icc S[ruc[ures
reased. To meet launch !l eighl con- (.~wssI Feb. 20. p. 5 1). The A]r Ft~rcc f:i-

traints. these vehicl= noiv are departing cilily 21s0 \vill cv:~luale Ins[rumcn[:ili(l!l
rom the rigid platform designs used in [he melhods 10 mr.isurc find c[~n[rol the rc-
)ast. Large space slruc[ura 3re being lightweight mtiterials, the lJck of gr~vily sponscs of these non figid s[ructurc<. W’ith
~dopted for a number of planned applica- and an atmosphere in orbit also changes proper moniloril]g ~nd f~sl-r~lcling colI-
ions. Many will be lightweight, flexible [heir dynamic rmponse to excita(iorr. If a trol systems, the tlcxlble syslcms” shape
iesigns compatible with the shuttle and thin, 70-ft.-long beam in orbit revives UII and posi[ ion can be mainlined in rtiil
)vailable boosters. impulx or shock, its rac[ion to that input Iime.

Researchers are s[udying hotv these deli- will not be naturally dampened in space Seveml motion monitoring and mGl-

Linear
CCD Sensltlve

\
Plane

Nonsensltlve

....

RAMSuses a lens to focus an image on a linear charge-coupled device ed, providing a measurable indication of target angular position. Movement
detector. As the image moves in the vertical [red] plane pixels are stimulat- ingttte horizontal plane (blue) sarr be detected with a second RAMS detector.
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uremen[ tcchn)ques are being tn\esriqat-

d, such as a nt[work of accelerometers or 1 FILTER CEMIER
mbedded fiber-opric lines The>c <~f[cn re- I
uire precise orientation Snd :1 :omp}ek
Iet\vork of ~v]rc< or !ihtrs [h:it :~rc not
):~rticularly compatible with current in-
pace deployment schemes. They m:~y :if-
ect {he struc lure s d!r):in)\c\, ~on~,~m[a~”[

nethods, such .IS laser sc:inning. r:tdiir and LITTON lNt)USTRIES recently conducted the first flight test of its new fiber-optic gyro
ln[erferomerric det ice> :Ire m{~rcdc%ir:lble. (FOG) inert i:~lmeasurcmen[ unit. The syslem uses tiny solid state accelerometers and
~u{ are fairly cornplcx syslems. Posil ion \\eig}ls only 5 lb. (,\w.Ks I Feb. 13. p. 79). 1! is expected to h~~e a drift rate accuracy of

!a!a often mnnot be re:id direc[ly from the Approximately 1 deg. /hr.
)utput of these sensors ei[hcr. requiring
ncr~ed processing. THE ARMY is evaluti[ing :1 new Io\v-light, ch:irgc coupled dc\ ice camera system that

Ball’s Remote Attitude Melsuremcnl uses u focusing infrared illuminator to c:]pt ure high-resolution images in conditions
;ensor (RAMS) is designed [o measure r:inging from zero amhien[ light to full daylight. Developed by CN\’S, Inc., of Grants
ninute translations and rot3tions of nu- 1’:1ss,Ore., the model EM-10 integrates a proprietary solid state IRsource with a 10
nerous points on a nonrigid space s[ruc- i: ~~8.Pi~el sells~r ~lrr~y and zoom optics to obtain re:il-lime imaging at ranges up to

ure without affecting the sp:icecrafl’s Z,SW nlcters The IR illuminator’s opcr:iting wa~)eienglh is minimaliy aflected by

]ormal res~nse, II otiers a b:ilance ti- atrnospheric absorption, according IL) CN7Y’So~icials. The compa n}’ expects initial
,ween simplicity, accur~cy. thc number f~f :Ipplic:tllons 10 be for helicopter :ind fi~ed-\ving pil{~t nighl \ision devices.
masuremenl points and s~ed. :Lccordillg
10 Hugh W’. Davis, principal syslem engi- COMPTEK RESEARCH, INC., of Bu~~lo, N. >’.. has delivered a new S3.6-miilicn~ Air
[neer for B~ll Aerospace’s Elec[ro-Optics/ Si[u:][ion Displuy System for use ot ~he Allied Tactical Operslions Center at Sembdck
C~ogenics Div. ,4ir Base, West Germany. The system is intended to improve air surveillance and

The RAMS concept is based on illumi- consolidate omensive and defensive air operations in a single facility. It \vas developed
naling a number of reflective targets 3t- under contract to USAFS Electronic Systems Div. at Hanscom AFB, Mass. Priorto
tached to a flexible structure. then focusing inslalla{ion, the monitoring of air oper~tions was di~’ided between Sembach and
a target image on a single-row charge-cou- Boerfink Air Station. \vhich is 55 mi. a~vay. The system consists of portable desktop
pled device (CCD) detector. The light terminals \vith color monitors for individualized data presentation. The display system
source is typically a laser dide col~ated is driven by software consislin.g of 30,~ lines of source code written in Ada.
with the de[ector, and targets are either
mirrors or retroreflec(i~e tape-~he same WESTINGHOUSE, which produces the Al’Q- 164 multimode phased array radar for
material used on highway signs to enhance the B-1 B, is de~eloping a smaller, lighter-weight version for possible application to a
their visibility at night. This tape will re- future update of the F-16 radar. The company displayed a mockup of the antenna at
fleet light \vithin about 3 deg. of the light the IEEE’s National Aerospace and Electronics conference in Dayton, Ohio.
beam’s incident angle, and has negligible
e~ects on a structure’s dynamic response. THE NAVY’S A-1 2 cockpil will provide the pilot with three 6 X 6-in. full-color
In some cases, a laser diode might serve as displays as we]] as a head-up display with a 30 X 23-deg. field of view. The
an “’active target,” precluding the need for bombardier/na\igator in the back seat of the McDonnell Douglas/General Dynam-
a reflective device. ics aircraft \vill have four “touch-activated” 8 X 8-in. color displays. The A-12 also

Light reflecredfroma target is focused will carry an infrared search and track system for the covert detection of enemy
by a cylindrical lens, which creates a line aircraft.
image that can be detected by the iin~r
CCD. Displacement of a target m the THE AIR FORCE’S AERONAUTICAL SYSTEMS DIV. is seeking research in high-speed
structure vibrates or shifts position causes optical networks that would operate in the 500-2.W hfb./sec. The requirements
the reflected image to move along the nar- defined in the Pave Pillar architecture include a sensor data distribution network
row detector, providing an indication of (SDDN), a data exchange network and a video distribution network for advanced
angular change. aiionics systems in future aircraft. The development of high-speed avionics architec-

The cylindrical lens and linear (single tures beyond the fourth generation will be stalled until the networks are developed,
row of pixels) CCD combination is sensi- according to the Air Force. An integrated RF/EO sensor would need extremely high-
tive only to motion in a plane parallel to speed and bidirectional communications in the sensor/aperture domain, rather than
the detector, Motion perpendicular to this between the sensor and signal processor, m envisioned for the SDDN. Contact John
plane will not be detected, and is called the Duffy, (513) 255-2957.
nonsensitive plane. Consequently, one
CCD/lens assembly constitutes a single- EATON’S AIL SYSTEMS DIV. is developing an airborne laser warning system with
axis displaament sensor. If two-axis mea - company funds. The objective is to develop sensors with a 90 X 60-deg. field of view,
surements are required, IWO of the se which would be capable of determining direction to laser designators within 3 deg.
assemblies can be mounted orthogonally in
the same sensor head. The same two-ax is THE NAVAL AIR DEVELOPMENT CENTER plans to award a contract to Hughes
configuration also \vill detect rotational Aircraft Co. for benchmark ASW studies. The effort is to study low-frequency
motion about the detectors’ line of sight. analysis and recording (LOFAR) and directional-frequency analysis and recording
In this case, retroreflectite targets must be (DIFAR) on a modular array processor. LOFAR and DIFAR are the sonobuoys
spaced appropriately 10 ensure adequa te most widely used by ASW aircraft.
resolution.

A UMS prototype using a 2W8-piAel A SUBMINIATURE INERTIAL MEASUREMENT UNIT using three tiny laser gyros is
CCD detector and 106-mm. focal leng th under development at Honeywell for possible use on Strategic Defense Initiative rail-
cylindrical lens hm demonstrated an ang u- gun projectiles. Jt is expected to weigh less than 6 oz. The unit, which must be able to
lar resolution Of 0.5 arcsec., and a trans la- withstand 100,~g launch forces, already has been tested at 35,~g, according to
tion r=olution of 0.12 mm. at a range of Honeywell.
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5 meters. In practical terms, this gles are both hewn and correct. This is experiment ini,oli~ extending a 32-meter
mtes to detecting motion of less than 2 es~ially important for Stra[e~c Defense flexible boom and “km tip assembly”
n. at a range of 40 meters. Initiati\’e and deep-space scientific sensors. fitted iir~h an X-ray Imaging device from
fie =nsor currently can measure the w Attitude transfer. By measuring the rel- the shu~~le cargo bay. If selected for the
;ition of 1~ targets simultanmusly, and ative differences in atti!ude bel!teen an in-
tite their locations at a 250 Hz. rate.

project, RAMS would pro\ide displace-
strument payload and an inert ially menl data for the boom and tip ~ssembly.

11ex~ts to increase this rate to 1 KHz. referenced platfoml, RAMS can provide .4 slmllar e~perimcnt \vas conducted rn
late this year, aarding to Jerome C. da[a necessary to c~iculate the payload’s Augus[, 19S4, on shuttle mission 41-D us-

JIlodge, manager of t~hnology develop corrected inertial attitude. ing a Ball-de\ eloped retroreflector field
:nt in the company’s Aerospace Systems w Surface figure measurement. By con[in- tracker (RFT). A predecc~sor of RAMS.
v. Impro\fements in analog processing uously monitoring the location of nun]er- this systcm used five I:lser diodes to illun~i-
cuitry also will reduce RAMS sensitiv- ous points on the surface of a large space- nate 23 retroreflwlive tape targets nlount -
to temperature and background illumi- based antenna, solar array or other

tion chang=.
ed on the surface of a large, flexible solar

structure, a feedback/control system can
Potential space applications Ball otlicials

:irray panel deployed from the shun Ie c~r-
correct for distortions and maintain the go bay. The array measurtd 13 ft. \vide

ve identified for RAMS include: proper shape or figure. and 102 fi. long lthen fully e~tended

bntrol of flexible structures by pro\,id- hrASA has indicated it i;,ill instrument (A~V&ST Sep!. 10, 1984, p. 95). Ball’s RFT
; dlsplaument and motion feedback to each phase of the space station as i[ is measured displacements of ~ 3 mm. with
;tems that will compensate for distortion constructed, ensuring structural dynamics an u@ate rate of only 6 Hz., pro\iding in-
d dynamic disturbances of space station \vill be monitored and characterized :it space e~perience on lvhich to base RAMS
uctures, such as the mobile transporter. each step, development.
current concept calls for this de\’ice to The remo[e musurernent system also is The [c%t also revtiiled unexwcted phe-
equipped with a remote manipulator a candidate for another, more n~lr-teml nomena th~t tire being accounted for on

m to be used for sen’icing of payloads structural dynamics evaluation hlASA is nest-generation sp~ce structures. For ex-
d other station hardware. planning, he said. Called the control and ample, the solar arr~y deployed on STS
Calibration/alignment of payloads. structures experiment in space (CASES), 4 I-D displayed very low frequency (0.035
KMS data would confirm that payload the shuttle-based demonstration is similar Hz.), densely spaced vibr~tionu] modes
;trummts are properly oriented on their to the Pinhole Occulter Facility that will and a pronounced cum’ature of [he arr~y
pport structures to ensure pointing an- be flown as a space station pa!ioad. The during the dark portion of an orbit. •l

all Corp.’s RAM$ will monitor vibration, bending and other physical track the position of 100 target points on a structure and providl
ropetites of large, flexible space structures. The sensor will accurately feedback signals required for active control.

Remole affifude measurement

sensor (RAMS) monitors dynamic

sfrucfural behavior.
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